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ABSTRACT
Conversational AI (CAI) systems are on the rise and have been
widely adopted in homes, cars and public spaces. Yet, people report
privacy concerns and mistrust in these systems. Current data pro-
tection regulations ask providers to communicate data practices
transparently and provide users with options to control their data.
However, even if users are given control, their decisions can be sub-
ject to heuristics and biases leaving people frustrated and regretful.
Based on the idea of conversational privacy and debiasing, we de-
sign three privacy strategies for CAI that allow people to have their
data deleted while at the same time promoting rational decision-
making. We conduct a user study to test our strategies in two
widespread scenarios using a text-based CAI system and evaluate
their impact on peoples’ privacy perception, usability and attitude-
behaviour alignment. We find that our strategies can significantly
change people’s behaviour, but do not influence peoples’ privacy
perception. Finally, we discuss evaluation metrics and future re-
search directions to investigate privacy controls in Conversational
AI systems.
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1 INTRODUCTION
One of the key goals of the European General Data Protection Reg-
ulation (GDPR) and several other international data protection laws
is to strengthen the control individuals have over their personal
data [20]. While usable privacy controls have been long researched
for traditional user interfaces, similar controls are missing for Con-
versational AI systems. Yet, with the rise of voice assistants and
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text-based chatbots and the public discourse around privacy con-
cerns in CAI, research on suitable privacy controls for CAI is timely
and much needed. Current privacy controls in CAI often rely on tra-
ditional graphical user interfaces which were found insufficient and
cumbersome to use [29]. They require users to switch modalities to
adjust privacy settings which can increase cognitive load and make
users less likely to engage with these settings. Some CAI systems
may not have graphical user interfaces at all and therefore, have to
rely on purely voice or text-based privacy controls. In addition, CAI
systems are missing standards for privacy controls. For instance,
at the time of writing this article, Apple’s Siri only allows deleting
voice recordings by using a traditional interface, while Google and
Amazon’s voice assistants allow for deleting voice recordings via
voice commands [51]. Text-based systems which are frequently
deployed on websites to assist users are often missing privacy con-
trols altogether and make it laborious and complicated for users to
exert their rights as they would need to contact the data controllers
manually. Therefore, an increasing stream of research argues for
conversational privacy and expressing privacy-related information
in dialogue form [14, 22, 44].

When designing for privacy, it is important to consider that pri-
vacy decision-making can be subject to heuristics and biases [2].
Thereby, individuals’ choices may not be aligned with their atti-
tudes – a discrepancy that can lead to frustration and regret [2, 31].
One possible explanation for why people do not act according to
their attitudes and values is based on the dual-process theory of cog-
nition [26]. The theory describes humans’ decision-making process
by two systems – fast and intuitive thinking (System 1 thinking)
and slow, effortful and analytical thinking (System 2 thinking). It
states that System 2 is triggered only occasionally as it usually
accepts impressions generated by System 1 and turns them into
actions. Thus, most of people’s actions originate from fast and
intuitive thinking. While this allows us to effectively accomplish
daily life decisions, decisions based on fast and intuitive thinking
may be more easily biased and not aligned with peoples’ attitudes.
System 2 - and thus, analytical thinking - is triggered in states of
cognitive strain, surprise or doubt [26]. Debiasing strategies that
promote transitioning towards System 2 can support people in
making better privacy decisions. While debiasing strategies have
been investigated in previous privacy-related studies on mobile
applications and social media [6, 57], they are yet to be studied for
Conversational AI.

Given previous research on debiasing and conversational privacy,
our study was guided by the following questions:

• How can we design privacy controls for CAI that aim for
transparency and at debiasing peoples’ decision-making?

296

https://orcid.org/0000-0003-2994-2336
https://orcid.org/0000-0003-2193-9861
https://orcid.org/0000-0001-6758-4491
https://doi.org/10.1145/3617072.3617106
https://doi.org/10.1145/3617072.3617106
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3617072.3617106&domain=pdf&date_stamp=2023-10-16


EuroUSEC 2023, October 16–17, 2023, Copenhagen, Denmark Leschanowsky et al.

• What are these privacy controls’ influences on peoples’ be-
haviour and perception?

Based on the idea of conversational privacy and debiasing, we
designed privacy strategies for CAI to support users in their pri-
vacy decision-making. In particular, we focus on privacy controls
that allow users to delete their data. While deletion covers only
one aspect of privacy controls in CAI, our design considerations
and evaluation metrics can inform the design of privacy controls
in CAI more generally. Moreover, peoples’ right to erasure has
gained importance and has been emphasized by jurisdictions world-
wide [20, 38]. We present our design considerations for privacy
strategies for CAI in Section 2. Based on those, we implemented
and tested our strategies in a crowdsourced chatbot experiment as
described in Section 3. Finally, we present and discuss our results
in Section 4 and Section 5.

2 DESIGN CONSIDERATIONS FOR PRIVACY
STRATEGIES IN CAI

2.1 Conversational Privacy
Current CAI systems require users to share personal information
but lack easily available and accessible protective mechanisms [7,
31]. The data minimization principle of the GDPR suggests that data
collectors should only collect, process and store information that is
necessary for a service. Likewise, other jurisdictions have adopted
the data minimization principles, e.g., the California Privacy Rights
Act (CPRA) – an amendment of the California Consumer Privacy
Act (CCPA) [38, 39]. But even if only necessary data is collected,
processed and stored, the process might not be transparent to the
users. This is why international privacy laws and guidelines, re-
quire transparency. The GDPR as well as the CCPA incorporate a
principle of transparency by requiring businesses to share infor-
mation with consumers about their data collection and sharing
practices [20, 38]. Similarly, the Personal Information Protection
Law (PIPL) in China emphasizes transparency to promote account-
ability and responsibility of data handling by data controllers and
give individuals greater control over their personal information [40].
Moreover, global non-profit organizations such as the Open Voice
Network inherit transparency as a key principle for future voice
assistance and Conversational AI [36].

Conversational privacy can be ameans of providing transparency
in interactions with CAI. Conversational privacy in the context of
CAI refers to expressing privacy-related information in dialogue
form [22]. Thereby, conversational privacy can deliver notice by
expressing privacy policies as well as choice by allowing users to
change their privacy settings in natural language [22]. In this study,
we will focus on the choice principle, i.e., providing users with an
option to exhibit control over their previously shared data. Given
previous research on conversational privacy, we have reason to
believe that small changes in dialogue can have significant effects
on user behaviour and perceptions [14]. Thus, dialogue strategies
should not be neglected for privacy design as they can enhance the
transparency of CAI systems and lead to increased user trust.

2.2 Timing
We make use of conversational privacy to allow users to control
their personal information. Privacy settings offer a range of choices
for managing personal information, e.g., controlling the data shared
with applications or the usage of one’s voice recordings for improv-
ing voice assistance. Yet, in this study, we focus on the privacy
setting that enables the deletion of data. Regulations worldwide
have emphasized the importance of giving users the right to have
their data deleted at any time. One of the key user rights outlined
in the GDPR is the right of individuals to have their information
erased [20]. In the US, the California Consumer Privacy Act (CCPA)
and the Virginia Consumer Data Protection Act (CDPA) give users
the right to have their data deleted [38, 41]. Similarly, the Personal
Information Protection Law (PIPL) in China gives data subjects
the right to erasure under certain conditions [40]. While compa-
nies like Amazon or Google recently started to let users delete
their recordings via voice commands [51], they require users to
actively engage in privacy-preserving behaviour. However, given
previous research on privacy decision-making and privacy controls
in CAI, users are unlikely to act according to their values and use
the offered privacy self-management controls [2, 29]. Instead of
providing reactive privacy controls, users’ decision-making can
be supported by proactive control options. Thereby, the timing of
privacy controls is a key factor to ensure usability and alignment
with user’s needs [47]. Various points in time can be used to present
privacy controls, e.g., “at setup", “just-in-time", “context-dependent",
“periodic", “persistent" and “on demand" [47]. In our experimental
setup, we provide two different services to users, e.g., the possibility
to order pizza and to check the credit card balance. We assume that
users interact and engage in data sharing with the service for the
first time in our experiment. Moreover, the service is designed to be
publicly accessible and not permanently installed on users’ devices
as this would ask for a privacy setup interface on initial use. Instead,
we focus on just-in-time strategies that allow users to delete their
data after finishing transactions with the service.

2.3 Debiasing
Even if users are presented with proactive privacy controls, their
choices might be subject to heuristics and biases. Their decisions
might be based on intuitive thinking rather than on an analytical
benefit-risk assessment. As situations of privacy decision-making
are often characterized by uncertainty due to information asymme-
try or difficulties in predicting future outcomes, people are likely
to rely on mental shortcuts and make biased choices that are not
aligned with their intentions [3]. Some of the heuristics and biases
that have been identified in privacy decision-making include the
availability heuristic, representativeness heuristic and optimism
bias and overconfidence [2]. Depending on their implementation,
proactive control options utilizing natural language can either re-
inforce or mitigate the effects of biases, e.g. deceptive patterns on
“trick wording" [11]. By incorporating the principle of debiasing,
we aim at designing privacy strategies that can reduce the impact
of biases on peoples’ decision-making.

Debiasing strategies have been successfully applied in various
research fields, e.g., medical field, economics, nutrition and health.
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Based on the dual-process theory, these strategies can aim at trig-
gering a more rational thinking process by producing competing
intuitions or making people reflect on their choices [26]. For ex-
ample, in the medical field, it has been demonstrated that diagnos-
tic errors could be significantly reduced when practitioners were
prompted to reflect alternative diagnoses or reconsider their initial
diagnoses [28]. In addition, diagnostic time-outs can stimulate the
reflection on previous choices. Similarly, a study on overreliance
on AI introduced a waiting time before participants were presented
with an AI answer [15]. They showed that when slowing down
decision-making, performance improved in cases where the AI
prediction was incorrect. In the privacy research field, debiasing
strategies have been applied for traditional user interfaces, app de-
velopment, social networks and mobile applications [2, 6, 8, 18, 56].
In mobile applications, privacy-relevant information can be dis-
played, e.g., how often a phone’s location was shared with different
apps, to nudge users into changing their apps’ privacy settings [6].
The authors found their strategies to be effective with 95% of par-
ticipants reviewing their permissions and 58% changing the cor-
responding settings [6]. Regarding social media, three different
privacy strategies have been investigated to encourage real-time
adjustments when posting content on Facebook [57]. Again, one of
the strategies would delay the post and allow users to reflect and
possibly cancel their actions. The study showed that delaying the
post was perceived positively as it provides the chance to correct
typos, post better quality content or cancel unnecessary posts [57].
Given previous research on debiasing strategies, we believe that pri-
vacy strategies for CAI can apply similar techniques and effectively
support users in making better judgements.

3 EXPERIMENT
3.1 CAI System and Scenarios
We use a text-based CAI system to test our strategies. We will refer
to the implementation as chatbots which use natural language to
interact with a human via text [45]. In particular, we use Chat-
bot Language (CBL) [45] to implement and test our strategies on
Amazon Mechanical Turk (Mturk).

We investigate two chatbot scenarios, a banking chatbot ask-
ing for permission to access users’ credit card information and a
location chatbot asking for permission to access users’ location.
Because information sensitivity can impact people’s perception of
privacy, the two scenarios were chosen to differ in their sensitiv-
ity. When analyzing information sensitivity across nations, it was
found that financial account numbers and credit card numbers are
perceived as highly sensitive in Germany and the US while GPS
location data and home address were perceived as medium sensi-
tive with only a little difference between the German and the US
population [48]. A similar trend regarding information sensitivity
was perceived in a study on smart home personal assistants [1]. In a
previous study on conversational privacy, a similar banking chatbot
has been tested [14]. In this study, participants were presented with
an artificial credit card number and they were asked to check the
corresponding credit card balance [14]. In contrast, we want users
to believe that we can access their real personal data as this is closer
to a real-life scenario and might significantly impact behaviour and
perceptions. Therefore, in the banking scenario, we ask users to

allow access to their credit card information assumed to be stored in
a cache. In the location scenario, we request access to their current
location. Moreover, the two scenarios were designed to ask only
for information that is required to fulfil the task and thus respect
the legal principle of data minimization and follow current best
practices of privacy design [20, 31].

3.2 Experimental Conditions
After granting or denying access to their data, participants were
exposed to the control condition or to one of the three privacy
strategies (the conditions are displayed together with their response
options in Table 1). By designing our conditions, we focused on
providing the users with the choice of deleting their data as em-
phasized by jurisdictions worldwide. The corresponding dialogue
trees for the banking and location chatbot followed by the four
conditions are provided in Appendix B. While our original study
included a control condition (asking “Is there anything else I can
help you with?") unrelated to data-sharing practices and meant to
serve as an additional baseline. However, it does not significantly
contribute to the analysis of this study as it showed a 50-50 “yes-no"
decision ratio and participant’s perceptions did not vary signifi-
cantly. Therefore, we only report on the control condition that is
specific to the behaviour we want to investigate, i.e., storage or
deletion of data. By asking users “I will save your data for future
interactions now, okay?", we give them the opportunity to actively
control their privacy while at the same time nudging them into
disclosing behaviour. In interface design, “dark patterns" describe
similar strategies [9]. For example, cookie banners are often de-
signed such that individuals make decisions that are beneficial for
the data collectors rather than for themselves [9]. We expect users
who respond with “yes" to anticipate their data to be saved and
users who respond “no" to assume data deletion. Thus, we intend
the control condition, i.e., dark pattern, to serve as a baseline for
storage and deletion requests of data.

We implement three different privacy strategies based on the
concept of debiasing in order to disrupt heuristic reasoning. They
are designed tomake users engage in System 2 thinking and support
the process of rational cost-benefit analysis. Based on the control
condition, we implement a slow-down condition. Drawing from
previous studies, people are given 20 seconds time to think about
their response before it is sent to the system [57]. Importantly, the
interaction can not be terminated earlier but participants have to
wait until their answer is processed. Similarly to delay conditions
in previous studies, our slow-down condition is designed to trig-
ger slow thinking and give users the time to reflect and possibly
reconsider their decision [15, 57].

Our second strategy is based on debiasing strategies applied
in the medical context where participants are asked to consider
alternatives instead of deciding intuitively [28]. In our CAI privacy
context, we present users with two alternatives, “delete data from
the interaction" and “save data for future interactions". Importantly,
users need to explicitly state their decision as they are only allowed
to proceed once the words “delete" or “save" were recognized by
the system. Implementing active choice in complex situations, e.g.,
when choosing from hundred of retirement funds, has been subject
to criticism [53]. However, choices in our scenario are simple and
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Condition Question User Response
Options

Meaning of User Re-
sponses

Control I will save your data for future interactions now, okay? Yes/No Save/Delete
Slow Down I will save your data for future interactions now, okay? I’ll give you 20 seconds to

think about it.
Yes/No Save/Delete

Alternative Do you want me to delete your data from this interaction or have it saved for future
interactions?

Save/Delete Save/Delete

Deletion Do you want me to delete your data from this interaction now? Yes/No Delete/Save
Table 1: Questions, user response options and their meaning for four conditions, including a control condition and three privacy
strategies. The corresponding dialogue trees can be found in Appendix B

thus, an active choice can be a suitable strategy. Moreover, by re-
quiring active choice and displaying both options to people, we aim
at stimulating competing intuitions, making people think about the
risks and benefits of deletion and storage and motivating decisions
that better reflect people’s attitudes.

Our last privacy strategy provides the option to delete data and
allows people to reconsider their disclosure to the chatbot. Similarly
to the other privacy strategies, this option aims at making people
rethink their data sharing with the chatbot. Moreover, it might
come as a surprise to participants as it is not frequently applied
in real-life scenarios. Based on the dual-process theory, surprise is
likely to trigger System 2 activation, i.e., analytical thinking, and
can thus lead to better privacy judgements. In the medical field,
similar strategies that ask practitioners to reconsider previously
made diagnoses have shown improved accuracy on erroneous de-
cisions [28]. Moreover, the option to delete data was successfully
applied in a previous study on conversational privacy and led to an
increase in perceived privacy [14].

For our experiment, we adopted a between-subject design and as-
signed conditions randomly to participants, while excluding those
who had participated in previous chatbot experiments to eliminate
potential confounding factors. We utilized CBL to inform partici-
pants about data protection regulations, provide a task description,
and administer a post-experiment survey on chatbot interaction.

3.3 Measurements and Survey Design
3.3.1 Perceived Realism. The results of this study are only gener-
alizable to real-life scenarios if people believed that the chatbot
had access to their personal information. While we designed the
dialogue with that in mind, we additionally assessed the level of
perceived realism in the questionnaire. This allows us to validate
whether users perceived the chatbot scenario to be real. Therefore,
we adapted Cho et al.’s scale on perceived realism to fit the context
of CAI [17].

3.3.2 Privacy Perceptions and Usability. To measure privacy per-
ceptions, we rely on scales that have been used before in pri-
vacy research and more specifically in a study on conversational
privacy where they showed satisfying reliability and validity re-
sults [14]. We assess usability via the System Usability Scale (SUS)
which is a quick, reliable and valid scale frequently used in HCI
research [12]. While SUS has been criticized for assessing usabil-
ity aspects within Conversational AI, e.g., chatbots or voice assis-
tants [10, 60], other studies found SUS to be reliable and valid in

the CAI context [13, 19, 27]. Moreover, usability scales specifically
designed for CAI such as the BOT Usability Scale (BUS) [10] or
Voice Usability Scale (VUS) [60] include constructs, e.g., usability
in noisy environments or perceived privacy and security, that are
irrelevant for our study or already assessed by a dedicated privacy
scale. Therefore, in this study, we will rely on SUS to assess the
usability of our CAI system. SUS takes on scores between 0 and 100
with higher scores indicating better usability.

3.3.3 Control Variables. Lastly, we measure several control vari-
ables which could have an impact on our results. All control vari-
ables are assessed at the end of the survey before asking for de-
mographic information to ensure that no priming of participants
for privacy occurs. While all control variables were originally mea-
sured on a 7-point Likert Scale, we use a 5-point Likert Scale to
ensure that constructs included for control are easily comparable to
the constructs we are mainly interested in, i.e., realism, privacy and
usability. Moreover, as we conduct crowdsourcing tests we are keen
on keeping the questionnaire clear and simple. It has been shown
that a 5-point Likert Scale is less confusing to be interpreted and
easy to use for respondents while at the same time being sufficient
for participants to express their views and perceptions [23, 34, 37].
Additionally, we tested the respective scales in a pilot study and
found that they are reliable and valid.

First, we investigate trust in the chatbot. Trust can influence
users’ willingness to disclose personal information to a chatbot [5,
43].We adopt a previously used trust scale measuring trust in online
companies to fit the chatbot context [33].

Second, we include a measure of privacy concerns. In contrast
to the control variable trust, we aim to measure privacy concerns
as a trait-like characteristic rather than specific to the chatbot in-
teraction. Privacy concerns are known to influence users’ willing-
ness to disclose personal information in varying contexts such as
e-commerce, mobile applications and voice assistants [5, 25, 33].
Privacy concerns are frequently measured using the Internet Users’
information Privacy Concerns (IUIPC) scale which has been re-
cently reevaluated using a confirmatory factor analysis [21, 33].
The results suggest reducing the original 10-item scale to an 8-item
scale as it showed improved construct validity and reliability [21].
Therefore, we use the newly validated 8-item IUIPC scale to mea-
sure privacy concerns as a control variable.

Third, privacy literacy could provide knowledge and skills to
understand chatbot behaviour, e.g., the impact of having data stored.
Privacy literate users may be less influenced by debiasing as they
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are already well aware of possible privacy violations and do not
have to rely on privacy strategies to activate rational assessment.
Privacy literacy can be measured objectively or subjectively by
relying on participants’ self-assessment [35]. Even though a self-
assessment might be less accurate, we measure privacy literacy
subjectively as it has the advantage of not being too exhaustive or
prolonging surveys unnecessarily [35].

Lastly, participants’ behaviour and perceptions might be affected
by cultural differences such as uncertainty avoidance. It was found
that for people from cultures with high uncertainty avoidance,
privacy risks are more important than for people from cultures
with low uncertainty avoidance [54]. As our privacy strategies are
supposed to make people rationally weigh benefits and risks, un-
certainty avoidance can impact their risk perception and thus their
decision-making. Moreover, participants who report high uncer-
tainty avoidance might react to debiasing stronger which could
impact peoples’ perception of usability of the chatbot. We rely on
Hofstede’s metric to measure uncertainty avoidance as it has been
heavily used in social sciences, cross-cultural studies as well as
in studies concerning international business and consumer behav-
ior [54, 59]. In particular, we use Hofstede’s five dimensions of
cultural values measured on an individual level to measure uncer-
tainty avoidance [59]. We assess participants’ individual levels of
uncertainty avoidance rather than relying on the known overall
level of uncertainty avoidance for different nationalities as we are
interested in controlling for an individual’s cultural orientation.
While MTurk allows restricting samples to a specific region, e.g.,
the US or Germany, the cultural background might still be distinct
from people’s current location and thus their level of uncertainty
avoidance might vary. Finally, we did not restrict the participant’s
base to a certain country.

In addition to the items assessing peoples’ perceptions and atti-
tudes, we include three screening questions in our survey to check
the reliability of submitted responses [24, 30]. Our three screening
questions are positioned between the other survey items in no par-
ticular order and we exclude participants who did not pass any of
the attention checks from further analysis.

3.4 Ethical Considerations
The following outlines the measures we implemented to ensure
ethical treatment of the participants. We recruited participants
from Amazon Mechanical Turk and paid $2 for their participation.
This calculates to an average hourly wage of $17 for the banking
scenario and $20 for the location scenario, as participants in this
scenario took less time. Our task description clearly mentioned that
participants were going to interact with a chatbot, their specific
task, i.e., to order pizza or check their credit card balance, and that
they will be asked personal questions (see Figure 5 in the Appendix
for the task description of the location scenario). We did not tell
participants prior to the interaction that we evaluated data-saving
practices as this might have changed their behaviour and percep-
tions. To ensure ethical treatment, participants were free to what
extent they responded truthfully. Moreover, we followed current
best practices of privacy design and asked only for information that
was necessary to provide service to participants [20, 31].

We chose to make users believe that we could access their data
to allow generalization towards real-life scenarios (see Appendix B
for the detailed dialogue trees). However, at no time was our sys-
tem able to access any personal data other than the text users
shared during the interaction. Alternative experimental designs
were considered but ruled out because of major limitations. For
example, in a previous study, participants were given an artificial
credit card number to check their corresponding balance[14]. Yet,
as users were not asked to enter any personal data, interpretability
and generalizability towards real-life scenarios were limited. Again
we ensured ethical treatment by debriefing participants and fully
disclosing our practices after the study. We specifically emphasized
that no personal data was accessed if not entered during the chatbot
interaction.

4 RESULTS
In Table 2, we present the experimental and demographic data. We
excluded from our analysis any participants who failed one of three
screening questions. We guaranteed that each group had more than
50 accepted participants based on power analysis results from a
pilot study. The participants’ disclosure behavior was comparable
across scenarios, with over 80% allowing access to their personal
information, which is crucial for our conditions, as they depend on
users sharing information initially.

Moreover, we investigate whether participants perceived the
chatbot scenario to be real based on the perceived realism scale.
Our analysis is based on all participants who passed the screening
tests. Figure 1 shows aggregated realism ratings for each condition
and scenario. We find that participants perceived the scenario as
sufficiently real with a mean rating of 3.4 (out of 5) for all conditions
and scenarios and a standard deviation of 0.4. Moreover, there
were no significant differences between scenarios or conditions.
Therefore, we believe that our results are valid and generalizable
to real-life scenarios.

4.1 Analysis of Participants’ Behavior
To investigate differences in participants’ behaviour and percep-
tions, we analyze only data from subjects who provided access to
their personal information, i.e., who answered “yes" to the ques-
tions asking for granting access (see Appendix B for the detailed
dialogue trees). Yet, we did not find significant differences between
people’s behaviour or perceptions depending on whether they had
granted access or not. We compare participants’ intention to delete
across scenarios and conditions (see Figure 2). We can see that a
majority of people exposed to the control or slow-down condition
agreed to have their data saved. In the banking scenario, 57% of the
people exposed to the alternative condition wanted their data to
be saved while 43% wanted their data to be deleted. However, in
the location scenario, 70% wanted their data to be saved and only
30% asked for deletion. For the option to delete data, behaviour
does not vary largely between scenarios, with 73% and 68% asking
for deletion in the banking and location scenario. This suggests
that two of our privacy strategies, i.e., the alternative and deletion
condition, affect user behaviour compared to the control condition
while the slow-down condition does not. Although we see vari-
ations between scenarios, there are no significant differences in
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Demographic and experimental data Banking Location
# conditions 4 4
# participants 248 257
# excluded participants 24 43
# accepted participants in the different conditions (Control/ Slow Down/ Alternative/ Deletion) 56/51/56/61 55/53/51/55
# accepted participants’ disclosure behaviour (Granting Access/ Denying Access) 180/44 (80%/20%) 193/21 (90%/10%)
# accepted participants in the different conditions who granted access (Control/ Slow Down/ Alternative/
Deletion)

44/39/49/48 50/49/47/47

Mean (SD) age of workers in years 34 (10) 35 (10)
# Gender (female/male/diverse/not provided) 129/95/0/0 92/122/0/0
# Native English speakers (yes/no) 220/4 211/3
# Usage (weekly/monthly/less than once a month/never) 39/82/72/31 46/59/68/41

Table 2: Summary of demographic and experimental data for the banking and location scenario.
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Figure 1: We show violin plots with boxplot overlay for re-
alism ratings for all participants who passed the screening
test assessed on a 5-Point Likert-Scale (1 = strongly disagree,
2 = disagree, 3 = neither agree nor disagree, 4 = agree, 5 =
strongly agree).

data storage decisions between scenarios for the alternative and
deletion condition. Thus, reconsidering data sharing and active
choice between alternatives show robustness across scenarios.

We fit a binary logistic regression model including condition as
a predictor and compare it to a model including two predictors, i.e.,
scenario and condition, a model including all control variables and a
null model. The results indicate that only condition is a significant
predictor (𝜒2 (3) = 87.38, 𝑝 < 0.001) while the control variables
do not show significant effects. This shows that condition is the
main source of influence on people’s intention to have their data
deleted and can outweigh the main effects of trait-like specifics and
contextual factors like information sensitivity. Moreover, we com-
pare Akaike Information Criterion (AIC) and Bayesian Information
Criterion (BIC) scores for the different models (see Table 3) [4, 49].
The model including only condition resulted in the lowest AIC
and BIC score and was found to carry 70% of cumulative Akaike
weight or respectively 94% of cumulative BIC weight. The estimates
of the final model are presented in Table 4. In fact, we find that
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Figure 2: Response behaviour of participants across condi-
tions who granted access to their personal information. Only
conditions are displayed where participants could decide
whether they wanted to save or delete their data (see Table 1
for user response options).

the odds of someone asking for deletion of their data is 4.8 times
higher when exposed to the alternative condition and 21.2 times
higher when provided with an offer to deletion compared to the
control condition. Therefore, the privacy strategies presenting an
alternative or prompting reconsideration significantly influence
people’s intention to have their data deleted while the additional
time delay does not when compared to the control condition. As
behavioural patterns are similar for the control and the slow-down
condition, we expect participants to not have used the additional
time to reflect on their choices. Moreover, we can identify that the
offer to delete data slightly nudges participants into deletion of their
data while the alternative condition does not. While the nudging
effect is not as strong as the one in the control condition, it is still
robust across scenarios.

4.2 Analysis of Participants’ Perceptions
To analyse people’s perceptions, we investigate differences in their
ratings on privacy perceptions and usability. Their perceptions were

301



Privacy Strategies for Conversational AI EuroUSEC 2023, October 16–17, 2023, Copenhagen, Denmark

Model K Model LL AICc AICc Weights Cum. Akaike Weight BIC BIC Weights Cum. BIC Weight
Condition 4 -175.97 360.05 0.70 0.70 375.63 0.94 0.94
Condition & Scenario 5 -175.83 361.82 0.29 0.99 381.27 0.06 1.00
Control 12 -172.03 368.92 0.01 1.00 415.11 0.00 1.00
Null 1 -234.30 470.62 0.00 1.00 474.53 0.00 1.00

Table 3: Model Selection based on AIC and BIC.

Parameter Estimate Std. Err. z value Pr(> |𝑧 |)
(Intercept) −2.13 0.33 −6.36 < 0.001
Condition

Slow Down −0.32 0.52 −0.62 0.54
Alternative 1.57 0.40 3.97 < 0.001
Deletion 3.05 0.40 7.54 < 0.001

Table 4: Binary Logistic Regression Analysis of Variables
affecting participants’ storage and deletion behaviour.

captured by a questionnaire presented after the chatbot interaction.
For aggregation, we followed guidelines as reported for the individ-
ual scales [12, 14]. Before analyzing the results in detail, a note on
the reliability and validity of the two scales based on confirmatory
factor analysis (CFA). Both scales show overall sufficient reliability
scores but lack convergent validity due to a low average variance
extracted (AVE). While the model shows a satisfactory fit for the
privacy perception scale, it poorly fits for the usability scale.

Results of the averaged ratings for each condition and scenario
are provided in Figure 3 and 4. While the privacy perception ratings
are generally high (mean over all conditions and scenarios is 3.8
with a standard deviation of 0.6), usability ratings are overall low
(mean over all conditions and scenarios is 53.8 with a standard
deviation of 11.2). We used ordinal logistic regression to investigate
differences between scenarios and conditions. However, we did not
find significant differences either in ratings on privacy perception
or usability.

We compare our usability ratings to a curved grading scale estab-
lished from 241 studies [46] and find that they fall into the second
lowest percentile range. This means that the CAI system scored
better than 15% to 34% of systems in the norm group. One explana-
tion for the overall low usability ratings could be that our dialogues
had a negative ending (e.g. no service due to technical difficulties
in the banking scenario or closure of the restaurant in the location
scenario). The negative ending was chosen to avoid further decep-
tive practices and users’ uncertainty when providing a fake credit
card balance or a real delivery appointment. However, participants
reported frustrating experiences with the CAI system. Moreover,
we assessed frustration by a single item in the survey and found
that frustration showed a slight increase with a mean rating of 3.0
over all conditions and scenarios. Therefore, the assessed usability
ratings are likely a result of the overall CAI system experience
and can not provide insights into the perception of the individual
privacy strategies. On the other hand, in our experiment, the SUS
scale showed a poor model fit. As discussed in Section 3.3.2, SUS has
been criticized for assessing usability aspects within CAI and newly
developed usability scales such as BOT and VUS [10, 60] that take

the nature of conversational interactions into consideration, might
better capture small differences between conditions and scenario.
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Figure 3: We show violin plots with boxplot overlay for pri-
vacy perceptions for all participants who granted access to
their data assessed on a 5-Point Likert-Scale (1 = strongly dis-
agree, 2 = disagree, 3 = neither agree nor disagree, 4 = agree,
5 = strongly agree).

4.3 Analysis of Participants’ Attitude-Behaviour
Alignment

Our privacy strategies are based on the concept of debiasing and
supporting people in overcoming their cognitive biases. Thus, they
aim at promoting decision-making that is consistent with peoples’
attitudes. Previous research suggests investigating the alignment
of attitudes and behaviour to evaluate debiasing strategies in the
privacy context [2]. Before evaluating whether participants’ be-
haviour matched their attitudes in the individual conditions, we
investigate the reliability and validity of the scales. In particular, we
use CFA to analyse the trust, privacy concern, privacy literacy and
uncertainty avoidance scale. We find that the trust scale shows sat-
isfactory reliability and model fit but lacks convergent validity with
an AVE < 0.5. While we cannot confirm the three-dimensionality
of the IUIPC scale based on our data collection, when treated as one
factor to assess peoples’ privacy concerns, the scale shows satisfac-
tory reliability and model fit. Yet, again convergent validity could
not be established. The CFA for the privacy literacy scale shows
a good model fit, but reliability and convergent validity scores do
not exceed the commonly considered cut-off values of 0.7 and 0.5.
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Figure 4:We showviolin plotswith boxplot overlay for usabil-
ity ratings (SUS scores) for participants who granted access
to their data.

In addition, we want to point out that participants’ scored high on
the privacy literacy scale with an average score of 3.9 (standard
deviation of 0.59) over all conditions and scenarios. This could be
due to the fact that we did run a crowdsourced study where par-
ticipants might be more knowledgeable on online environments
compared to non-crowdworkers. Additionally, self-assessment of
privacy literacy might be less accurate than objective assessment
and participants might be likely to overestimate their knowledge.
Lastly, the CFA for the uncertainty avoidance scale shows a sat-
isfactory model fit but scores low on reliability and convergent
validity.

To analyse participants’ attitude-behaviour alignment, we divide
the dataset into four corresponding subsets, i.e., one for each condi-
tion, to investigate attitude-behaviour alignment for the individual
conditions (see Table 2 for the group sizes). For each subset, we
fit three different models and compare them against each other.
One model is purely based on the type of scenario and our control
variables, i.e., trust in the chatbot, privacy concerns, privacy literacy
and uncertainty avoidance. At the same time, another includes de-
mographic variables and frequency of usage of chatbots in addition
to the scenario and control variables. Lastly, we compare both of
them to a null model.

We analyse AIC and BIC scores to compare the three models.
We find that the null model fits best for participants exposed to the
three privacy strategies, i.e., the slow-down condition, the alterna-
tive condition and the offer to delete their data. This shows that
participants’ behaviour could not be traced back to one of our as-
sessed attitudes. While participants’ behaviour varied significantly
between privacy strategies, we cannot conclude on which factors
their decisions were based on. In particular, participants exposed
to the alternative conditions showed varying answer behaviour,
yet, it remains unclear whether they engaged in a more analytical
decision-making process.

For participants exposed to the control condition, the null model
shows the lowest BIC score, while the model including all control

and demographic variables results in the lowest AIC score. Here,
trust in the chatbot, frequency of usage of chatbots and gender show
a significant effect on peoples’ behaviour when exposed to the con-
trol condition (𝜒2trust (1) = 8.75, 𝑝 < 0.01, 𝜒2usage (3) = 12.84, 𝑝 <

0.01, 𝜒2gender (1) = 4.43, 𝑝 < 0.05). Yet, AIC is known to have a ten-
dency to include too many variables and to less penalize complex
models [55]. While differences in model complexity can explain
contradicting AIC and BIC scores, the selection of an appropriate
model selection metric can be guided by the underlying goal of
model selection, e.g., explanatory vs. predictive modeling [50]. AIC
is considered a popular predictive metric while BIC is consistent and
might be better suited for explanatory model selection [50]. How-
ever, by analyzing attitude-behaviour alignment for our strategies,
we aim at identifying underlying associations between attitudes
and behaviour and apply a descriptive approach rather than purely
explanatory or predictive modelling.

While our privacy strategies were supposed to activate System 2
thinking and should support participants in their decision-making,
we could not show that they lead to an improved attitude-behaviour
alignment. We found that our privacy strategies significantly influ-
ence peoples’ behaviour, but a relationship between behaviour and
the assessed attitudes could not be established.

5 DISCUSSION AND FUTUREWORK
Our study contributes to the area of usable privacy controls for Con-
versational AI. First, we highlight important design elements for
privacy approaches in CAI, drawing on both international privacy
regulations and research from the fields of behavioural economics,
medicine and usable privacy and security. In particular, we incor-
porate principles of transparency, control and debiasing into the
design of our privacy strategies. Second, we evaluate the influence
of conversational privacy strategies on peoples’ behaviour and per-
ceptions. In addition to peoples’ perceived perception of privacy
and usability, we investigate whether our privacy strategies can
support people in overcoming their biases and engaging in more
rational decision-making. Therefore, we study the effect of the
different strategies on peoples’ attitude-behaviour alignment.

Our findings indicate that the language used in our strategies
significantly affects users’ behaviour. Thereby, our strategies show
a robust effect across scenarios which were designed to differ in
their information sensitivity. In addition to outweighing contex-
tual factors, the tested strategies show robustness across trait-like
specifics such as peoples’ privacy concerns. This shows that varia-
tions in dialogue can have significant effects on users’ behaviour
and that the influence of conversational strategies should not be
neglected for usable privacy design in CAI. Particularly, display-
ing alternative choices and providing users with an offer to delete
their data resulted in varying behaviour. Instead, slowing down
peoples’ decision-making did not show a significant effect on their
behaviour. Moreover, privacy strategies that rely on additional time
delays might be implemented less frequently by conversational
designers as they might be perceived as a disturbance to the natural
flow of a conversation.

While previous research reported a positive influence of con-
versational privacy controls on peoples’ privacy perceptions [14],
in our study, we did not find significant differences in peoples’
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perceptions. While the effectiveness of debiasing strategies in the
medical field is assessed by the evaluation of diagnostic error rates,
evaluation in the privacy context is more complex. As privacy
decision-making is highly subjective, the desired behavioural dis-
tribution remains unknown. The effectiveness of privacy controls
cannot be determined solely by striving for a balanced distribution
of data storage and data deletion requests or by seeking a predom-
inant number of data deletion requests. Therefore, one proposed
way of evaluation asks for aligning behaviour and attitudes. Yet,
we could not show that participants’ behaviour was aligned with
the assessed attitudes when being exposed to the privacy strategies.
We assessed only a limited set of privacy attitudes that were known
to influence peoples’ privacy decision-making and investigated
whether our strategies reduced the discrepancy between people’s
attitudes and behaviour. However, different attitude factors such
as perceived risks, benefits or regret after decision-making might
provide better insights into peoples’ behaviour when exposed to
privacy strategies in Conversational AI. A different approach sug-
gests the evaluation of uncertainty as an indicator for System 2
activity and could, therefore, be used to evaluate privacy controls
that integrate the concept of debiasing [32]. To further analyse the
impact of privacy controls on peoples’ behaviour, future research
could use a qualitative approach to get insights into participants’
thinking processes and identify relevant factors for quantitative
evaluation. Moreover, evaluation guidelines to assess the effective-
ness and usability of conversational privacy strategies need to be
established. This would allow comparability among studies and
could pave the way towards reliable and valid standards for privacy
controls in CAI.

As more privacy regulations emphasize the importance of trans-
parency and give users greater control over their personal data,
designing privacy controls for CAI becomes an increasingly press-
ing issue. In this study, we focused on privacy controls that allow
users to have their data deleted and exert the “right to be forgotten"
as emphasized by data protection regulations worldwide [20, 38].
Nevertheless, our design considerations can be more generally ap-
plied to privacy controls for CAI systems. Privacy strategies must
not only be easily accessible to users but they must also be timed
appropriately to meet users’ needs and must provide support to
users in their privacy decision-making process. Conversational
privacy strategies can serve as a means to achieve this. Moreover,
debiasing strategies adapted to CAI systems have the potential to
support users in making better judgements not only for deleting
their data but more broadly for controlling their personal infor-
mation. Therefore, future research could focus on applying these
design considerations to develop privacy controls for CAI and eval-
uate their impact on people’s decision-making.

Moreover, we evaluated our strategies using a text-based CAI
system rather than a voice-based system. Previous studies have
explored differences in modality, i.e., voice vs. text, with varying
outcomes depending on the researched scenarios and evaluation
measures, e.g. social presence perception or risk perception [16, 52].
While designing for voice-based CAI systems can be different than
for text-based systems, for our privacy strategies, we have not relied
on any text-based specific designs such as graphics, lists or links.
Therefore, even if investigating only text-based CAI systems, we
expect our results to be transferable to speech-based CAI systems

due to the shortness and simplicity of the privacy strategies. Never-
theless, future work could investigate the impact of voice-specific
characteristics such as pitch, rate or pause on peoples’ privacy
decision-making.

While our study sheds light on how privacy strategies can be
designed lawfully, so far little is known about deceptive and non-
deceptive design practices for conversational systems [42]. Future
research could therefore focus on creating and evaluating conver-
sational privacy design patterns for CAI systems, similar to dark
and bright patterns for user interface design. Moreover, to ensure
that privacy controls are implemented effectively and consistently
across industries and applications, legal classification for conver-
sational privacy strategies is needed. Such a classification could
provide a clear framework for privacy practitioners, conversational
designers and regulators to follow, ensuring that conversational
privacy controls meet minimum standards and sufficiently pro-
tect users’ rights. Establishing best practices and guidelines for
conversational privacy strategies, could support developers and
conversational designers in their work and improve the privacy of
CAI systems.

Our study does not come without limitations. As our experiment
was conducted in English, our findings are language dependent.
While a majority of our participants reported English as their native
language, they might have come from different cultural contexts
and countries. We assessed uncertainty avoidance as a cultural fac-
tor, however, other cultural differences can impact peoples’ privacy
decision-making. In particular, debiasing strategies might be per-
ceived differently across cultures. Therefore, future research could
investigate conversational privacy controls and their influence on
reactions and perceptions of other languages and cultural contexts.

We ran our study on Amazon Mechanical Turk which provides
easy access to a diverse set of participants, but might not resemble
the general population. For example, we found that participants
scored generally high on privacy literacy – a factor that could be
specific to people on MTurk and their experience with online envi-
ronments and associated privacy threats [58]. Hence, a potential
follow-up study could repeat the research with individuals who are
less experienced in online environments and compare their reac-
tions and perceptions towards conversational privacy strategies.

6 CONCLUSION
We investigated the effect of conversational privacy controls on
peoples’ behaviour and perceptions when disclosing personal in-
formation to a chatbot. Our privacy strategies were designed to
support people to exert their right to erasure after having disclosed
personal information to the chatbot while at the same time promot-
ing rational decision-making. Our results show that confronting
people with alternatives of either having their data saved or deleted
or a simple offer to delete their data significantly changes people’s
behaviour. Yet, we did not find any influence of privacy strate-
gies on peoples’ privacy perception or usability. We investigated
whether peoples’ attitudes were aligned with their behaviour when
being exposed to privacy strategies but could not establish any re-
lationship. Therefore, future research could establish guidelines on
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how to evaluate the effectiveness of conversational privacy strate-
gies and investigate the influence of modality on people’s privacy
decision-making.
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A TASK DESCRIPTION

Figure 5: Task description provided to participants in the location scenario.
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B DIALOGUE TREES

Hi, I am a banking chatbot, how can I help?

Hi/Hello/Yes Other Check/balance

Hi again,
how can I help? Sorry, I don’t understand.

You can ask me to
check your balance.

Okay,
which card’s balance
do you want to check?

Other
credit card/visa/
american express

Sorry, I don’t understand.
You can ask me to check your

credit card balance.

Do you want me
to access your credit
card number from

your cache?

No/don’t/
nah/nopeOther

Yes/yeah/
sure/yup/
okay/ok

Sorry, I don’t understand.
You can say yes
or no to letting
me access your

credit card number.
Okay, I accessed your
credit card number
from the cacheSorry, I can’t check

your balance without
access to your credit

card number.
(followed by condition)

Sorry, due to technical
difficulties I cannot check

your balance at
the moment.

(followed by condition)

Figure 6: Dialogue Tree for the banking scenario, blue circles show the chatbot, orange circles show the possible inputs for the
user.
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Hi, I am a pizza delivery chatbot, how can I help?

Hi/Hello/Yes Other order/pizza

Hi again,
how can I help? Sorry, I don’t understand.

You can ask me to
order a pizza.

Okay,
what type of pizza

do you want to order?

Other

Margherita/Margerita/
Marherita/Margharita/

MargaritaSorry, I don’t have this type of pizza.
You can order pizzaMargherita.

Okay, you ordered Pizza Margherita.
Do you want me to access your

location for delivery now?

No/don’t/
nah/nopeOther

Yes/yeah/
sure/yup/
okay/ok

Sorry, I don’t understand.
You can say yes
or no to letting
me access your

location. Okay, I accessed
your location now.

Sorry, I can’t order
your pizza without access to

your location.
(followed by condition)

Sorry, our restaurant
is closed today.
Please come back

tomorrow. (followed by condition)

Figure 7: Dialogue Tree for the location scenario, blue circles show the chatbot, orange circles show the possible inputs for the
user.
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I will save your data for future interactions now, okay?

Yes/yeah/
sure/yup/
okay/ok

No/don’t/
nah/nope

Other

Okay, I saved your data
for future interactions.

Okay then.

Sorry, I don’t understand.
You can say yes or no

to having your data saved.

Goodbye!

Figure 8: Dialogue Tree for the control condition, blue circles show the chatbot, orange circles show the possible inputs for the
user.

I will save your data for future interactions now, okay?
I’ll give you 20 seconds to think about it.

I will save your data for future interactions now, okay?

Yes/yeah/
sure/yup/
okay/ok

No/don’t/
nah/nope

Other

Okay, I saved your data
for future interactions.

Okay then.

Sorry, I don’t understand.
You can say yes or no

to having your data saved.

Goodbye!

Figure 9: Dialogue Tree for the slow down condition, blue circles show the chatbot, orange circles show the possible inputs for
the user.
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Do you want me to delete your data from this interaction
or have it saved for future interactions?

delete save Other

Okay, I deleted your data
from this interaction.

Okay, I saved your data
for future interactions.

Sorry, I don’t understand.
You can say delete or save
if you want me to delete

or save your data.
Goodbye!

Figure 10: Dialogue Tree for the alternative condition, blue circles show the chatbot, orange circles show the possible inputs for
the user.

Do you want me to delete your data
from this interaction now?

Yes/yeah/
sure/yup/
okay/ok

No/don’t/
nah/nope

Other

Okay, I deleted your data
from this interaction.

Okay, then.

Sorry, I don’t understand.
You can say yes or no
to deleting your data.

Goodbye!

Figure 11: Dialogue Tree for the option to delete data, blue circles show the chatbot, orange circles show the possible inputs for
the user.
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