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Abstract  

Conversational AI (CAI) systems such as smart speakers or virtual assistants are 

widely adopted in our daily lives. While many users report privacy concerns, only 

few engage in privacy-protective strategies. This privacy paradox can leave users 

uncertain and frustrated. One explanation for the mismatch of behavior and 

attitudes could be that users’ decision-making is subject to heuristics and biases. 

Debiasing strategies can help users to make rational decisions about their privacy 

that are aligned with their values. While nudging approaches have been applied in 

privacy research, little is known about other available debiasing strategies. We 

introduce debiasing strategies known from the medical field and show their 

applicability and usefulness in CAI systems.  
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Introduction 

The privacy paradox describes the discrepancy between people's attitudes towards 

privacy and their actual behavior and has sparked controversial debates in the field 

of privacy research (Kokolakis, 2017; Solove, 2021). It has been investigated in 

contexts such as e-commerce, social networks and CAI (Barth & de Jong, 2017; 

Konrad et al., 2020; Masur, 2019; Williams et al., 2017). Behavioral economics 

and decision research have been applied to investigate how heuristics and cognitive 

biases influence privacy decision-making (Acquisti, 2009). Differences in risk and 

benefit perception and judgement can lead users to weigh benefits higher than risks 

and thus engage less in privacy-protective strategies (Barth & de Jong, 2017; 

Leschanowsky et al., 2021). Previous research in the privacy context has shown the 

applicability of nudges and soft paternalism solutions as an appealing concept to 

improve security and privacy decisions (Acquisti, 2009).  

According to Thaler & Sunstein (2008) a nudge “is any aspect of the choice 

architecture that alters people’s behavior in a predictable way without forbidding 

any options or significantly changing their economic incentives”. Nudging 

approaches have been investigated in the field of mobile apps, app development 

and social media (Almuhimedi et al., 2015; Choe et al., 2013; Lambe et al., 2016; 

Wang et al., 2013). In addition, the medical field is particularly rich with 

empirically evaluated strategies that enable practitioners to overcome cognitive 

biases and avoid diagnostic errors. Thus, we will introduce four debiasing strategies 

known from the medical field that can improve privacy decision-making and show 

their applicability to CAI.  

Debiasing Strategies 

Checklists are a common tool to reduce cognitive failures as they provide 

consistency and ensure the completeness of a task. Diagnostic checklists or 

debiasing checklists have been investigated in the medical context resulting partly 

in fewer errors (Lambe et al., 2016). Usually, such checklists state possible 

alternative diagnoses, special diagnoses that should not be missed or provide step-

by-step guidance to diagnosis (Ely et al., 2011). CAI allows the creation and 

management of checklists and recently a voice-controlled surgery checklist for 

anesthesiologists which ensures that critical safety steps are carried out has been 

developed (Voice Controlled Checklist App | Softengi.Com). A privacy-related 

checklist could be used to check user-specific privacy requirements before 

installing a new application (see Figure 1 for an example interaction). Such 

checklists can include items on privacy settings, can be context-dependent and 

present users with alternative applications. In the context of active and assisted 

living (AAL) technologies, privacy concerns and in particular the lack of privacy 

control have been shown to be one of the most prevalent barriers to acceptance 
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and adoption of the technology (Jaschinski & Ben Allouch, 2019; Schomakers & 

Ziefle, 2019). Privacy-related checklists can allow users to easily specify data 

recipients, data type and frequency of transmission. Due to the conversational 

nature of CAI, such checklists can be set up by care receivers without dedicated 

technological knowledge. Nevertheless, care receivers’ safety may be negatively 

impacted when strong control settings are applied (Jaschinski & Ben Allouch, 

2019). To counter this, CAI can communicate benefits and risks of specific data 

transmissions and implications for safety in natural language to the users and 

thus, a balance between privacy and safety can be ensured.  

 

Cognitive forcing strategies – “a specific debiasing technique that introduces 

self-monitoring of decisionmaking [sic!]” – can be applied to broaden clinicians’ 

views during diagnostic processing and allow them to consider alternative 

diagnoses (Croskerry, 2003). While cognitive forcing strategies originated from 

Figure 2. Example interaction using a 

cognitive forcing strategy where users are 

presented with alternative options. Considering 

alternatives can help users to engage in privacy 
decision-making that is aligned with their 

values. Cognitive forcing strategies can also 

include reconsideration of decisions. 

[CAI]: Hey, can I use your data for 
personalized marketing or would you 

rather that I don’t? 

[User]: I do not want you to use my data 

for marketing. 

[CAI]: Okay! Understood. 

[CAI]: Let’s set up a privacy checklist 
together. Whenever you use a new 

application in the future, I’ll make sure 

that it complies with your requirements 
or search for an alternative. I will ask 

you some privacy-related questions 

now. 

[User]: No, I don’t. 

[CAI]: Would you like to allow sharing 

of data with third parties? 

[CAI]: Okay. Would you like to allow 

personalized marketing? 

[User]: Yes, but only for apps I use 

frequently. 

.  . . 
Figure 1. Example interaction for setting up a  

privacy-related checklist. Users can set their 

privacy requirements using natural language 
and CAI will ensure that only applications are 

used that comply with users’ privacy 

requirements. 
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the medical education field, they have been applied as workplace strategies that 

can support clinicians at the time of decision-making (Lambe et al., 2016). It was 

found that when clinicians were asked to consider alternative diagnoses or 

reconsider diagnoses compared to diagnosing based on first impression, 

diagnostic accuracy increased (Lambe et al., 2016). In the privacy context, 

cognitive forcing strategies can be applied to support the process of rational cost-

benefit analysis. Instead of making fast and intuitive decisions about disclosure or 

storage of one’s personal information, CAI can present users with alternatives 

(see Figure 2 for an example interaction) or offer them the option to reconsider 

their decision to share data. While cognitive forcing strategies can help users to 

overcome their cognitive biases and consider costs and benefits more rationally, 

assessing costs can still be extremely difficult as privacy harms might only 

become apparent in the future due to new ways of data aggregation and analysis 

(Solove, 2012). CAI could be used to monitor data usage, inform users if 

necessary, and offer them the option to reconsider their decisions at the time of 

actual usage of their data. 

 

Guided reflection refers to a concept in “which the practitioner is assisted by a 

mentor (or ‘guide’) in a process of self-enquiry, development, and learning 

through reflection” and has led to increased diagnostic accuracy when applied in 

the medical field (Johns, 2010; Lambe et al., 2016). The reflective practice should 

lead to more critical thinking of one’s decision-making process. Studies on guided 

reflection have also used sets of procedures to diagnose a case (Lambe et al., 

2016). Different to checklists where one might be reminded of possible 

alternative diagnoses, in studies on guided reflection participants were given 

detailed instruction on what to consider e.g. “list findings that support this 

hypothesis” (Mamede et al., 2008). In the CAI privacy context, CAI offers unique 

possibilities to function as a guide and to assist users in their development and 

privacy decision-making. Especially with the adoption of large language models 

such as OpenAI’s GPT-3 or Meta AI’s OPT-175B (Brown et al., 2020; Meta AI is 

sharing OPT-175B), CAI can be capable of acting as a guide to users that 

otherwise do not have access to human mentors and reflective practices. 

However, it needs to be ensured that language models can be trusted and that 

mentoring on decision-making is unbiased. Moreover, CAI could trigger 

reflective reasoning by asking privacy-related questions. Asking users to find and 

list privacy-related information themselves, could be seen as an educational 

strategy that raises awareness for the topic and could lead to a state where users 

automatically engage in reflective reasoning before disclosing personal 

information.  

 

Lastly, instructions were used by researchers in the medical context to reduce 

diagnostic errors (Lambe et al., 2016). Instructions covered dual-process 

reasoning, a list of clinical features and thoughtful diagnosis (Lambe et al., 2016). 

In the CAI privacy context, instructions can be easily applied to interrupt users’ 

intuitive decision-making and make them think more carefully about privacy 

decisions. For example, CAI could instruct users to consider the types of 
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information that are collected or ask them to think thoroughly about how their 

information will be used before installing a new application. While these 

instructions can help to overcome cognitive biases, conversational systems need 

to provide ways to answer possible follow-up questions from the users. Thus, 

similarly to easily understandable privacy labels (Kelley et al., 2009), CAI should 

be able to efficiently communicate privacy policies and their implications.  

Conclusion and Future Work 

We introduced four debiasing strategies known from the medical research field and 

showed their applicability and usefulness in the context of privacy and 

conversational AI. Debiasing strategies can support users to overcome the 

discrepancy between their behavior and their values regarding the disclosure of 

personal information. Due to the conversational and human-like capabilities and its 

accessibility, CAI could uniquely ensure that users engage in decision-making 

aligned with their values. Therefore, future research is needed to investigate 

debiasing techniques for privacy decision-making in the context of CAI. Moreover, 

debiasing strategies could not only be applied at the time of decision-making but 

could be used as educational strategies to raise awareness and spark discussions 

around the topic. Future work could consider and investigate the long-term 

influences of debiasing strategies on users’ privacy decision-making.  
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